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OUTLINE

• Intro to AlphaZero and cognitive model

• AlphaZero learning vs. Human learning

• Summary and future directions 
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Planning in AI Planning in Cognitive Science



Deepmind successes
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AlphaZero

1046 𝟐. 𝟏 $ 𝟏𝟎𝟏𝟕𝟎1071

Silver et al., Science,
2017

• superhuman performance 
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AlphaZero: Neural network driven MCTS
Monte Carlo Tree Search:

(Silver et al., 2017)
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• Selection during search favors moves with a high prior, 
low visit count (to encourage exploration), and high mean 
action value (Q)
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Learning cycle
At each move, store:

• board position
• MCTS outputs
• Game outcome

Self-play

Training on 
memories

Evaluate against 
previous version

Train NN such that:
• Policy head predicts 

MCTS output 
• Value head predicts 

game result

Newly trained agent 
becomes “new best” if 
it wins 50% playing 30 
games with the current 
best version
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Planning in AI

Complex tasks: chess, go
AlphaZero trained on the task

Planning in Cognitive Science



4-in-a-row

• 2 player game, on a 4-by-9 board
• The goal is to connect four pieces 
• State space complexity: 1.2 ! 1016
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4-in-a-row

value function Best First Search

• Cognitive Model that can reliably predict human moves

(Van Opheusden et al. ,2021) 

Replaced by in NN in AlphaZero



Planning in AI

Complex tasks: chess, go
AlphaZero trained on the task

Planning in Cognitive Science

Intermediate complexity task: 4-in-a-row
Cognitive model fitted to human play



Complex tasks: go, chess
AlphaZero trained on the task

Complex task: chess
Ask subjects to “think aloud”

Chase and Simon, 1973
de Groot, 1946

It’s difficult to build precise models of human behavior in complex games 

Attempts to align machine and human planning

Planning in AI Planning in Cognitive Science



Complex tasks: go, chess
AlphaZero trained on the task

Attempts to align machine and human planning

• AlphaZero can acquire human concepts in chess 

Intermediate complexity task: 4-in-a-row
Cognitive model fitted to human

Planning in AI Planning in Cognitive Science



Intermediate complexity task: 4-in-a-row
AlphaZero trained on the task

Intermediate complexity task: 4-in-a-row
Cognitive model fitted to human

Metrics: value function quality, planning depthMetrics: value function quality, planning depth

Feature-based value function guided BFSNN policy and value guided MCTS

Planning in AI Planning in Cognitive Science



Planning Metrics

• Planning depth: how far one looks into the future

• Value function quality: how good the value estimate of a board is

• Pearson correlation between estimated value and objective value of a board 

14



Does AIphaZero learn to play 4-in-a-row in a similar 
way compared to humans?

15



OUTLINE

• Intro to AlphaZero and cognitive model

• AlphaZero learning vs. Human learning

• Summary and future directions 
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Methods

• We train 13 AlphaZero agents to play 4-in-a-row with different hyperparameter
configurations

• We compare our AlphaZero agents’ learning with human learning in previous 
4-in-a-row study (Van Opheusden et al. ,2021)
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Playing strength vs. human
AlphaZero

• AlphaZero agents surpass human 
expert performance!

• But in what ways do the agents 
improve?
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Value function quality

Human 
improvement

human AlphaZero

(Van Opheusden et al. ,2021) 

• Both AlphaZero and humans 
improve their value function quality, 
but the range of improvement is 
different

• Humans already start with 
approximately correct inductive 
biases, while AlphaZero starts with 
really bad value function quality
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Planning depth

C D

BA

human AlphaZero

• Planning depth ≈ number of 
steps into the future one looks 
ahead

• Both AlphaZero and humans 
improve their planning depth
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(Van Opheusden et al. ,2021) 

• Improvement of planning depth 
in humans is attributed to more 
searches

• How does AlphaZero improve 
planning depth?



Entropy of Action Prior Mediates AlphaZero Planning 
Depth Increase

C D

BA
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• Entropy: quantify how evenly distributed/concentrated a 
prior is

• More concentrated prior lead to deeper trees

P(
s,
a)

1               2              3 1               2              3

“smarter” search! 



Planning in AI Planning in Cognitive Science

Intermediate complexity task: 4-in-a-row
AlphaZero trained on the task

Intermediate complexity task: 4-in-a-row
Cognitive model fitted to human

• value function quality and planning 
depth improve with training

• value function quality and planning 
depth improve with training

• Planning depth increases due to 
“smarter” searches

• Planning depth increases due to 
“more” searches



Summary
• We study how AlphaZero learns 4-in-a-row and use metrics that are comparable between

AlphaZero and human modelling results (thanks to the intermediate task complexity)

• Similar to human modelling studies, the value function quality and planning depth improve 
during training, but the range of improvement is different.

• Different from human modelling studies, AlphaZero improves planning depth through 
“smarter search” rather than “more search”, which provides new hypothesis for improving 
the existing cognitive model
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Future work 

• Develop an action prior metric to access the quality of action prior

• Understand playing strength increase at different training stages

• Analyze features learned in the network and compare it against features 
humans learn

• Compare AlphaZero choices with choice probability in previous human 
data on specific board positions to compare the choice bias
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Thanks for your attention!
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